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In this work, we develop a library of components for building semi-distributed watershed models. The
library incorporates basic modeling knowledge that allows us to adequately model different water fluxes
and nutrient loadings on a watershed scale. It is written in a formalism compliant with the equation
discovery tool ProBMoT, which can automatically construct watershed models from the components in
the library, given a conceptual model specification and measured data. We apply the proposed modeling
methodology to the Ribeira da Foupana catchment to extract a set of viable hydrological models. By
specifying the conceptual model and using the knowledge library, two different hydrological models are
generated. Both models are automatically calibrated against measurements and the model with the
lower root mean squared error (RMSE) value is selected as an appropriate hydrological model for the
selected study area.

� 2014 Elsevier Ltd. All rights reserved.
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1. Introduction

Watershedmodeling is recognized as a useful tool for evaluating
the effects of land and water management practices on natural
resources. It usually operates between various compartments, e.g.,
land and water, and involves many different disciplines, such as
hydrology, agriculture, water management, and others. Thus, its
complexity and transdisciplinary nature make it a part of the sci-
ence of integrated environmental modeling (IEM, Laniak et al.,
2013).

The environmental modeling community has been actively
developing various watershed models, such as SWAT (Arnold and
Fohrer, 2005), SPARROW (Schwarz et al., 2006) and GWLF (Haith
and Shoemaker, 1987). These mostly differ in the way of concep-
tualizing the catchment, in the level of detail in describing catch-
ment processes, in the specific mathematical formulations, and in
the data requirements for simulation. Most models are only used by
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a few research groups, some gather a following within a region, and
only a few become widespread.

Although it is often perceived to be easier to create a newmodel
than to reuse an existing one, the benefits of model exchange and
reuse have been largely recognized (Holzworth et al., 2010). From
the user’s perspective, the selection of a suitable (existing) model
remains a difficult task, since various models can adequately fulfill
the requirements. In other words, there is usually no single suitable
model for a specific system. The model choice is guided by the
modeling requirements, data availability, and modeler’s skills.

To overcome this problem, a modeling concept was proposed
that does not focus on searching for the best suitable model but
rather on the most appropriate combination of modeling blocks
(also termed modules or components) to represent the observed
system (Leavesley et al., 2002; Argent, 2004). As a result larger
software frameworks providing reusable components for building
environmental models have been developed, e.g., the E2 (Argent
et al., 2009), the Source IMS (Welsh et al., 2013) and the Object
Modeling System (OMS, David et al., 2013). Such frameworks offer
an infrastructure that supports inter-model communication. They
usually comprise framework-dependent libraries containing reus-
able modules for simulating a variety of processes, where each
single module represents a computable model of a part of the
system. Within the selected environmental modeling framework,
these executable components are coupled through the use of
standard interfaces for data exchange (e.g., the OpenMI, Gregersen
et al., 2007) in order to construct an integrated model of the
observed system.

Libraries supporting environmental modeling frameworks
usually focus on the collection and documentation of previously
developed legacy models, considering each model as a single
executablemodule. One of themost notable examples is the Library
of Hydro-Ecological Modules (LHEM) introduced by Voinov et al.
(2004). LHEM incorporates modules for the simulation of hydro-
logical processes and nutrient cycling, along with other processes.
Modules encoded in LHEM may be used either as stand-alone
models to describe certain processes and ecosystem components,
or may be put together into more complex structures by using the
SME model building environment (Voinov et al., 1999).

Unlike the traditional component-based modeling approach,
where each module represents a single executable model, we are
introducing a new modeling approach that uses a declarative
formalism for describing the system. Although we also decompose
the modeling domain into several components, none of them
represent an executable model by itself; rather, they represent the
entities and processes involved in the domain of study. While en-
tities correspond to the actors of the observed system, processes are
used to define the relationships among them. Within the auto-
mated model generation procedure, all components are compiled
together in order to produce a global model that encompasses all
parts of the system.

In this work, we present (1) a domain-specific library that
contains formalized watershed modeling knowledge and (2) a case
study demonstrating the utility of the developed library for the
extraction of viable watershed-scale hydrological models. At pre-
sent, the knowledge in the library comprises hydrological pro-
cesses, based on meteorological data, and nutrient loading
processes, considering point and diffuse emission sources. More-
over, the library includes alternative formulations for the selected
processes.

The library can be considered as an ontology, because it consists
of organized and structured modeling knowledge. Similarly to
other ontologies, it defines concepts (i.e., entities and processes)
and the relationships between them. The taxonomies of entities
and processes provide the inheritance (is-a) relation that is the
essential part of an ontology. However, our domain library is much
richer than the typical ontology. Besides listing the concepts and
taxonomical relations between them, our library contains their
properties (i.e., variables and constants for entities and equations
for processes). The latter are the basic components that are put
together to construct dynamical models in the form of systems of
differential and/or algebraic equations.

The library can be used as a repository of modeling components
when handcrafting semi-distributed watershed models running at
a daily time step. The true usefulness of the library comes from its
use by an automated modeling tool, such as Lagramge (D�zeroski
and Todorovski, 2003), HIPM (Todorovski et al., 2005), or the
recently developed ProBMoT (�Cerepnalkoski et al., 2012). These
tools allow automatic induction of suitable models based on the
libraries of domain-specificmodeling knowledge and themeasured
data.

By developing a watershed library compliant with the ProBMoT,
we are establishing a novel approach to automated modeling (AM)
of watersheds that uses a combination of theoretical and data
driven modeling. A similar approach, based on an aquatic
ecosystem library (Atanasova et al., 2006), was successfully applied
for lake food webmodeling (Atanasova et al., 2011, 2008). However,
to our knowledge, no such attempts have beenmade at awatershed
scale, despite the similarity between the two modeling problems.

The paper is organized as follows. First, in Section 2, we briefly
explain the watershed modeling domain. Next, in Section 3, we
present the formalism for encoding the watershed modeling
knowledge into the library and explain how the modeling task
specification is included in the model induction procedure. In the
following section (Section 4) we introduce ProBMoT. In Section 5,
we present the model generation, calibration and validation for an
experimental watershed. This is followed by a discussion (Section
6). Finally, conclusions and guidelines for further work are given in
Section 7.

2. Watershed processes and modeling

When simulating the loadings of water quality constituents
(sediment and nutrients) from watersheds, two basic groups of
processes have to be taken into account: hydrological processes and
constituent generation processes from various land use types,
triggered by the water movement. The difference between pre-
cipitation and water losses (evapotranspiration, infiltration,
percolation) results in the surface runoff and subsurface (ground-
water) discharge. The generated surface and groundwater flows
provoke soil erosion and constituent wash-off to various surface
water recipients and ground water reservoirs. Besides the natural
water cycle and related constituent loadings, we also have to
consider human-generated water flows, such as septic effluents
and other point sources (waste water treatment plants e WWTPs,
industry discharges, and others) rich with nutrients.

Existing watershed models simulate these processes at different
levels of detail. Physically based dynamic models (e.g., SWAT,
Arnold and Fohrer, 2005; HSPF, Donigian et al., 1995) have a highly
complex mass-balance structure and provide the best representa-
tion of the current understanding of watershed processes affecting
pollution generation. However, the parameterization and calibra-
tion of this kind of models can be very difficult and time
consuming. In contrast, the predominantly empirical steady state
models (e.g., SPARROW, Schwarz et al., 2006; MONERIS, Behrendt
et al., 1999) are compilations of expert knowledge and empirical
relationships between the physiographic characteristics of the
watershed and constituent loadings. Empirical models are
conceptually simple and tend to be less expensive to implement
compared to more physically based approaches. They commonly
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provide an excellent fit to the observations (if properly calibrated),
but have the disadvantage of providing little understanding of the
watershed processes. If calibration cannot be performed (e.g., due
to lack of data) the use of empirical models may not be appropriate.

Other modeling methods can be placed between the two above
mentioned extremes. These so called “mid-range”methods present
a compromise between simple empirical export coefficients (that
predict annual losses of nutrients to the water) and complex
simulation models (that require large amounts of detailed data (US
EPA, 1999)). A representative of the class of “mid-range”methods is
GWLF (Haith and Shoemaker, 1987).

Many of the above mentioned watershed models use semi-
distributed modeling approach based on spatial discretization
into subcatchments and functional units. In this case, hydrological
and constituent generation processes are simulated for each func-
tional unit. This kind of discretization introduces some spatial
variability, though it does not explicitly consider the geographical
locations of the functional units in the subcatchment.

In this work, we develop a knowledge library for the domain of
watershed modeling. We aim to integrate the essentials of various
existing watershed models under the same umbrella. For the initial
setup of the library, we used a watershed modeling concept similar
to the one introduced by Haith and Shoemaker (1987), because it
offers an acceptable level of complexity, taking into account all the
basic watershed processes. Please note that the library is developed
in a flexible manner, which means that it can be easily extended
with additional processes and alternative formulations for each
process.

The processes we have encoded in our watershed modeling li-
brary are presented in Fig. 1 and are briefly explained below.

2.1. Hydrological processes

2.1.1. Surface runoff
For runoff prediction, we used the widely applied and well

documented Soil Conservation Service (SCS) curve number (CN)
method considering the effect of antecedent moisture conditions.
The method includes the determination of the dry condition CN
and the wet condition CN, both calculated based on the average
condition CN. The typical values for the latter are listed in the tables
provided by the SCS Engineering Soil Conservation Service
Engineering Division (1986).

2.1.2. Evapotranspiration
Evapotranspiration is calculated as the product of the potential

evapotranspiration (PET) and a cover coefficient (CV; Wu et al.,
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Fig. 1. Basic processes currently encoded in the watershed modeling library. Blue arrows rep
interpretation of the references to color in this figure legend, the reader is referred to the
2010) and is limited by available moisture in the unsaturated
zone. For the PET calculation (mm) we selected two alternative
formulations:

PET1 ¼ 0:21$H2$e=ðT þ 273Þ (1)

PET2 ¼ 0:0023$H0$ðTmax � TminÞ0:5$
�
Tavg þ 17:8

��
l (2)

In Eq. (1) (Hamon, 1961), H is the number of daylight hours per
day, e is the saturated water vapor pressure (mbar), and T is the
temperature on a given day (�C). In Eq. (2) (Hargreaves et al., 1985),
H0 is the solar radiation (MJ m�2), Tmax, Tmin, Tavg are the maximum,
minimum and mean air temperatures for a given day (�C), and l is
the latent heat of vaporization (MJ kg�1).
2.1.3. Subsurface water movement
Subsurface water fluxes are determined by using a water bal-

ance approach. The daily water balances for the unsaturated and
shallow saturated zones are as follows:

dU=dt ¼ Prec� Q � ET � Perc (3)

dSS=dt ¼ Perc� GW � DS (4)

where U is the unsaturated zone water (mm), Prec is precipitation
(mm),Q is the amount of water available for surface runoff (mm), ET
is evapotranspirated water (mm), Perc is percolated water (mm), SS
is shallow saturated zone water (mm), GW is the amount of
generated groundwater (mm) and DS is the amount of water loss
due to deep seepage (mm).

Percolation occurs only when the unsaturated zone water ex-
ceeds the available soil water capacity (U*, in mm) and is calculated
as:

Perc ¼ max
�
0; U þ Prec� Q � ET � U*

�
(5)

Groundwater discharge (GW, in mm) is calculated as the product
of the shallow saturated zone water (SS, in mm) and the ground-
water recession constant (r). A similar formulation is applied for the
calculation of the deep seepage (DS, in mm), using a different
(seepage) constant (s).

GW ¼ SS$r (6)

DS ¼ SS$s (7)
e runoff 

water discharge Water body 
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resent hydrological processes, while brown arrows symbolize constituent loadings. (For
web version of this article.)
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2.2. Constituent generation processes

2.2.1. Sediment yield
Sediment yield (sed, in metric tons) can be calculated by

selecting one of the two alternative formulations:

sed1 ¼ 0:132$RE$Q5=3$A$K$C$AP$LS$DR (8)

sed2 ¼ 11:8$
�
Q$qpeak$A

�0:56
$K$C$AP$LS (9)

Eq. (8) was initially introduced by Haith (1985) and is based on
the Universal Soil Loss Equation (USLE, Wischmeier and Smith,
1978). In Eq. (8), 0.132 is a dimensional conversion factor, RE is
the rainfall erosivity on a given day, Q is the amount of water
available for surface runoff (mm), A is the source area (ha), and DR is
the sediment delivery ratio. Eq. (9) demonstrates the Modified
Universal Soil Loss Equation (MUSLE, Williams, 1995), where Q is
the surface runoff volume (mm/ha), qpeak is the peak runoff rate
(m3/s), and A is the source area (ha).

K, C, AP and LS are the standard USLE factors and are the same for
both equations. K is the soil erodibility factor (t h MJ�1 mm�1), C is
the cover factor, AP is the agricultural practice factor, and LS is the
topographic factor.

2.2.2. Dissolved nutrient loadings
Dissolved nutrient loadings are calculated separately for nitro-

gen (N) and phosphorous (P) by summing dissolved loadings from
point sources, surface runoff, groundwater and septic systems.
Dissolved surface runoff loadings (Lsr_D, in kg) are calculated based
on the average nutrient concentrations in surface runoff (Csr, in
mg L�1):

Lsr D ¼ 0:01$Csr$Q$A (10)

A similar approach is used for the calculation of dissolved
groundwater loadings. Dissolved nutrient loadings from septic
systems (Lsept_D, in kg) are estimated by using the per capita daily
loads from each septic system (eN, in g capita�1) reduced by plant
uptake (uN, in g capita�1), multiplied by the number of inhabitants
served by such a system (ninh) and the portion of annual ground-
water discharge generated in a single day (GW/GWann, both in mm):

Lsept D ¼ 0:001$ninh$ðeN � uNÞ$GW=GWann (11)

2.2.3. Solid nutrient loadings
Solid-phase nutrient loadings are calculated separately for N

and P by summing solid-phase loadings from rural and urban
surfaces. Rural solid-phase loadings are calculated for each non-
urban land use type as the product of average soil-nutrient con-
centration, an enrichment ratio and sediment yield. Urban solid-
phase loadings (Lurb_S, in kg) can be calculated by using either the
exponential accumulation and wash-off function (Eq. (12)) or the
USGS regression equation (Eq. (13)).

Lurb S1 ¼
�
1� e�1:81$Q=10

�
$N$A (12)

Lurb S2 ¼ b0$ðPrec=25:4Þb1$ðA$imp=2:59Þb2

$ðimp$100 þ 1Þb3$b4=2:205
(13)

In Eq. (12) (Haith et al., 1992), Q is the amount of water available
for surface runoff (mm), N is the accumulated nutrient loading
(kg ha�1), and A is the source area (ha). In Eq. (13) (Driver and
Tasker, 1988), Prec is the precipitation on a given day (mm), A is
the drainage area (km2), imp is the fraction of the area that is
impervious, and the b variables are regression coefficients.

3. Encoding watershed modeling knowledge

The watershed modeling knowledge presented in Section 2 has
been encoded into a domain-specific library (Appendix 1) which
can be used by ProBMoT (�Cerepnalkoski et al., 2012). The library
employs a process-based formalism using domain specific language
(DSL) principles. The formalism provides means of describing the
components included in the library in a formal and precise manner.
Each component is specified as one data structure, which has its
own unique name and a set of properties.

Process-based models contain two types of components: en-
tities and processes. Entities represent the actors of the observed
system. These actors are involved in processes that explain how
entities interact, as well as what is the influence of the interactions
on the involved entities themselves. When we deal with equation-
based models, entities correspond to the variables in the equations
and processes to arithmetical expressions (equation fragments).

In the watershed modeling domain, entities correspond to
different pools within thewater cycle, climate variables and various
types of constituents (see Fig. 2A). Each entity is uniquely identified
by its name. It is also describedwith one ormore properties that are
fixed, called constants, and properties that can change with time,
called variables. Processes provide quantitative descriptions of the
relations they represent as one or more equations. Furthermore, an
equation can contain only variables and constants of the entities
that participate in the corresponding process. In the watershed
modeling domain, examples of processes include water fluxes, i.e.,
transfer processes that are involved in water cycle, and constituent
loadings (see Fig. 2B).

The dynamic system we want to model, i.e., the watershed, can
be structured by using compartments. Compartments are orga-
nized in a tree-like structure. Each compartment contains entities
and processes and can also contain other sub-compartments (e.g.,
subcatchments or functional units).

The process-based modeling formalism explained above uses
two-phase specification. The general modeling knowledge about
compartments, entities, and processes is specified in the library.
The library consists of entity templates, process templates, and
compartment templates. Each template captures general knowl-
edge that applies to different cases and can be reused when dealing
with a specific task. In a particular process-based model which is
intended to describe a certain use-case, the templates from the li-
brary are instantiated to obtain entity instance, process instances,
and compartment instances. Each instance is created from a single
template and acquires all properties of that template. Furthermore,
each instance can provide additional details pertinent to the
particular system being modeled.

3.1. Watershed modeling library

Asmentioned earlier, thewatershedmodeling library consists of
compartment templates, entity templates, and process templates.
Their specification is presented in the following paragraphs. Please
note that we used our own notation for naming particular
templates.

A compartment template specifies the content of a compartment.
Compartments are containers for structuring a system. A system
can contain one or more compartments, or none at all, and each
compartment can contain other compartments as sub-
compartments. A compartment contains entities and processes,
which is its primary function. Hence, compartments form a tree-
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Fig. 2. Hierarchical organization of A) entities and B) processes encoded in the watershed modeling library.
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shaped hierarchy with the whole system at the top, which itself can
be considered as a top-level compartment. The specification of a
compartment template consists of the name of the compartment
and a list of entity, process, and compartment templates which can
be contained within the compartment. Fig. 3 shows the
Fig. 3. Specification of the compartment template e an example.
specification of the compartment template “SpatialUnit” which is
themost generic compartment encoded in thewatershedmodeling
library.

An entity template defines the basic structure of entity instances.
Its specification consists of a name, a list of variables and a list of
constants.

Variables (Appendix 2) and constants (Appendix 3) are very
similar in structure. The crucial difference between them is that
variables represent properties that change over time, whereas
constants are properties whose values remain fixed. The specifi-
cation of a constant includes its name, range of allowed values, and
the unit of measurement. Similarly, the specification of a variable
also includes its name, measurement unit and range. In addition, a
variable also includes an aggregation function, which can be sum,
product, minimum, maximum, or average. The role of the aggre-
gation function comes into play when several processes influence
the same variable. Thus, all influences, represented as equation
fragments, are combined into a single equation with the provided
aggregation function.



Fig. 4. Specification of entity templates. Examples A and B are in a hierarchical rela-
tionship. The entity template in example A defines a parent entity with a list of vari-
ables, while example B defines its sub-entity. Example C shows the specification of an
entity template that contains constants only. Hierarchical organization of A) entities
and B) processes encoded in the watershed modeling library.

M. �Skerjanec et al. / Environmental Modelling & Software 54 (2014) 60e72 65
Entity templates can be arranged into inheritance trees. The
more general properties are placed in the entity templates which
are higher up the tree. This enables the entity templates which are
lower in the tree to inherit the properties of their ancestors and
provides a modular, clean, and reusable design of the entity tem-
plates. Once we specify an attribute (variable or constant) in the
entity template, its specification remains the same for all of its sub-
entities. In other words, none of the sub-entities can redefine the
specified attributes. For each template entity, we include the name
of its parent entity directly in its specification.

In Fig. 4A, we give the specification of the template entity
“Water”, which can be described by a single variable “amountOf-
Water”. Its unit of measurement is mm/day and it can take any
value between 0 and infinity. If the values of the variable
“amountOfWater” are to be aggregated, they are to be summed.
Fig. 4B shows the specification of the template sub-entity “Evapo-
transpiratedWater”, whose parent is the template entity “Water”.
Because the sub-entities inherit all the attributes from the parent,
the entity “EvapotranspiratedWater” can also be described with the
variable “amountOfWater”. Fig. 4C represents the specification of
the template entity “Surface”, which can be described by a single
Fig. 5. Specification of process templates. Example A presents a basic process template speci
Example B shows the definition of a super-process (a parent), in the process hierarchy, wh
constant “area”. Its unit of measurement is ha and it can take any
value between 0 and infinity.

A process template specifies a recipe for creating process in-
stances. Its specification consists of a name, a list of arguments (the
entities involved), its parent process and its inner specification. The
inner specification contains the constants and the equations that
are part of the process. These equations can include references to
the arguments’ variables and constants as well as references to the
processes’ constants.

Fig. 5A presents an example of a template process specification,
namely the specification of the template process “Evapotranspira-
tion”. The entities involved in this template process and their abbre-
viations are given in parentheses, i.e., “et : EvapotranspiratedWater”
and “pet : PotentiallyEvapotranspiratedWater”, etc. There is only one
constant that takes part in this process (“coverCoeff”), which can take
any value between 0.1 and 1.6. The process “Evapotranspiration” can
be described with a single equation, where the value of the entity
“EvapotranspiratedWater”, namely its variable “et.amountOfWater”,
is to be calculated.

Process templates are also organized into taxonomy. Each pro-
cess template inherits the properties of its ancestors, such as the
arguments of the process and the contained equations. The tax-
onomy of process templates serves one very important purpose.
The process templates that are at the higher levels of the taxonomy
represent conceptual processes, which are not bound to any
particular equation. On the other hand, process templates which
are at the bottom of the taxonomy represent specific mathematical
formulations of the conceptual processes. Thus, the process tem-
plate taxonomy enables the domain expert to represent alternative
process formulations.

The hierarchy of template processes in the watershed modeling
library is represented in Fig. 5BeD. The template process “Poten-
tialEvapotranspiration” (Fig. 5B) is a parent (or a super-process) of
the processes “PotentialEvapotranspirationHamon” (Fig. 5C) and
“PotentialEvapotranspirationHargreaves” (Fig. 5D). At the same
fication with a list of arguments (in brackets), a list of constants, and a list of equations.
ile examples C and D define two alternative sub-processes of this.
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time, the latter two processes represent the two alternative for-
mulations of the process “PotentialEvapotranspiration”, i.e., the
alternative formulations for the calculation of the variable
“pet.amountOfWater”.

3.2. Conceptual model specification

In order to apply ProBMoT to a specific watershed, we have to
provide a conceptual model of the observed system. The conceptual
model consists of entity, process, and compartment instances. Each
instance is created using one template from the watershed
modeling library.

The specification of each instance begins with a unique name
and a property indicating the template to which a particular
instance belongs. When specifying entity instance, we have to add a
list of variables together with their initial values and their role in
the model (either endogenous/dependent or exogenous/indepen-
dent). Where applicable, we also have to provide a list of constants
with their numeric values. The specification of a process instance
has to include a list of arguments (i.e., names of the entity instances
that are involved in the process) and a list of constants with their
exact values. In case we do not know the exact values of the con-
stant parameters or we want to calibrate them, they are assigned a
special value null.

4. ProBMoT: a process-based modeling tool

4.1. Structure and functioning

The proposed automated modeling (AM) approach (Fig. 6) is
based on the process based modeling tool ProBMoT, developed by
�Cerepnalkoski et al. (2012). ProBMoT takes into account domain-
specific knowledge formalized as templates for the components
of the process-based models. It automatically identifies both the
structure and parameter values of the appropriate process-based
model, given: a) a conceptual model of the observed system, b)
the library of domain knowledge, and c) the measurements.

In the first stage of the proposed AM procedure, using the
components from the library, ProBMoT generates all candidate
model structures that adhere to the conceptual model specified as
input. Next, eachmodel structure is translated into a set of algebraic
and/or ordinary differential equations. For each spatial unit (i.e.
compartment), it assembles a set of equations that represent all
process influences in that compartment. In addition to these, there
are equations for processes which represent inter-compartmental
relations. The collection of all equations for all compartments and
all inter-compartmental processes represents the model of the
whole system. This model is valid at all time points. For each state
variable in themodel, ProBMoT builds one equation, which has that
state variable as the left-hand-side of the equation. On the right-
hand-side, ProBMoT assembles all equations from all processes
that influence that variable (we denote these as equation frag-
ments). It combines the equation fragments with an aggregation
function which is specified in the definition of the state variable
(where no aggregation function is specified, summation is assumed
by default).
Fig. 6. A schematic description of the functioning of ProBMoT. Candidate model
structures are generated from the modeling library and a user-specified conceptual
model of an observed system. The candidate models are transformed into equations,
calibrated against measurements and ranked according to their RMSE values. Ovals in
schematic representations of models depict entities while rectangles stand for pro-
cesses. Colored rectangles represent different process formulations. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)



Fig. 7. A detailed overview of the parameter estimation phase of ProBMoT.

Fig. 8. Generation of candidate model structures by using either a complete or an
incomplete conceptual model. Ovals represent entities while the rectangles depict
processes. Colored rectangles represent different process formulations. (For interpre-
tation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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The resulting set of equations (internally represented as a Java
method) is entering the parameter estimation subsystem (Fig. 7).
The Java method takes as input an array of time points at which the
system’s behavior is observed, and one array of measurements for
each exogenous variable that appears in the model. For each state
(i.e. endogenous) variable, it outputs one arraywith the simulations
of that state variable at each time point given as input. The
parameter estimation subsystem uses the discrepancy between the
simulated endogenous and the corresponding observed variables
to find suitable values for the constant parameters of a givenmodel.
ProBMoT supports the use of different objective functions for
measuring the above mentioned discrepancy, among which we use
the root mean squared error (RMSE). We need measured data for at
least one endogenous variable in order to perform the calibration of
multiple calibration endpoints, but we can use measurements for
more than one, inwhich case the RMSE values for each endogenous
variable are normalized and aggregated. The linkage (mapping)
between the variables used by the model and their measured
values is specified within the settings file which also contains in-
formation about the desired optimization method. In our case, we
selected a non-linear metaheuristic optimization method called
Differential Evolution (Storn and Price, 1997).

The result of the parameter estimation process is a list of
candidate models with fully specified structure and parameter
values. These are further ranked according to their RMSE values. In
this work, we are only interested in the top ranked model. How-
ever, in principle, other highly ranked models may be considered,
possibly by taking into account additional quality criteria (other
than RMSE).

4.2. Specification of complete and incomplete conceptual models in
ProBMoT

In the theoretical modeling approach, a conceptual model rep-
resents a completely determined systemwith fully specified system
variables and processes that relate these variables. In contrast,
ProBMoT supports both complete and incomplete conceptual
models of observed systems. This level of the conceptual model
specification directly influences the number of candidate mathe-
matical models to be later optimized against measured data. The
more the conceptual model structure is defined, the smaller the
number of candidate models.
In a complete conceptual model, all entities and processes are
known and specified. However, each of the processes in the con-
ceptual model can have different mathematical formulations,
resulting in various mathematical models generated from a single
complete conceptual model (Fig. 8). In this case, ProBMoT first
enumerates all possible structures of the system, i.e., all combina-
tions of alternative process formulations. Then, it calibrates each
model structure in order to discover the best parameter values of



Fig. 9. The experimental subcatchments located in the Foupana River catchment in the south of Portugal.
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each model. The model with the lowest RMSE is the overall best
model.

In addition, the conceptual model can contain processes with a
completely specified mathematical formulation. In the case where
all processes in themodel are specific processes, the search space of
candidate models is reduced to a single model structure. Thus, the
only remaining task is the parameter calibration. Furthermore, if
the user provides the exact parameter values, ProBMoT can skip
both structure and parameter identification and proceed directly to
model simulation.

An incomplete conceptual model can represent multiple con-
ceptualizations of the system, each contributing to the generation
of at least one candidate model structure (Fig. 8). Conceptual model
can be incomplete in two ways. In the first way, a single general
process can be selected which can be described with various pro-
cess conceptualizations, i.e., with different alternative (sub)pro-
cesses of varying complexity. In the second way, an “empty”
process can be included among the alternatives, indicating that the
process doesn’t exist. In both cases, the AM tool needs to perform
structure identification and parameter calibration.

5. Case study

This case study demonstrates the use of the proposed AM
framework for the automatic generation of semi-distributed hy-
drological models. The study area is located in the eastern part of
Fig. 10. The formation of functional units for the selected case
the Algarve region, southern Portugal (see Fig. 9). It includes the
entire catchment of the Foupana River, a tributary of the Guadiana
River, with an area of 411 km2. The study area includes three
experimental subcatchments, each involving several land uses and
various soil types.

5.1. Conceptual model setup

The conceptual model of the selected watershed (Appendix 4)
was specified in a way that allows the generation of semi-
distributed hydrological models from the library. When elabo-
rating the conceptual model of the study area, the selected water-
shed was presented as a single super-compartment “watershed”,
divided into three compartments, i.e., “sub1”, “sub2” and “sub3”
corresponding to subcatchments 1, 2 and 3. These were further
subdivided into sub-compartments representing different func-
tional units characterized by homogeneous land use. All the above
mentioned compartments actually represented the instances of the
compartment template “SpatialUnit”, encoded in the watershed
modeling library.

For demonstration purposes we decided to aggregate different
land use types, determined on the basis of the Corine land cover
map, into three functional units, namely artificial, agricultural and
natural areas. This resulted in two functional units for subcatch-
ments 1 and 3 and three functional units for subcatchment 2 (seven
altogether, see Fig. 10). The selected functional units were also quite
study based on the aggregation of different land use types.



Fig. 11. Model calibration results: a comparison between the measured and simulated
outflows at the Tenencia hydrological station.
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homogeneous with respect to their soil characteristics, derived
from a regional soil map. Any further division of subcatchments
would largely increase the size of the conceptual model code.

For each (sub)compartment we defined entities with their
dependent (state) and independent variables. We also specified
processes that represent interactions between the involved en-
tities, namely their variables. For each sub-compartment, corre-
sponding to a single functional unit, we considered all the
hydrological processes, presented in Section 2.1.

5.2. Generation of models

Given the conceptual model (Appendix 4) and the developed
library (Appendix 1), the search algorithm of ProBMoT generated
128 hydrological models for the selected study area. This number of
models was obtained because each of the seven sub-
compartments, corresponding to the selected functional units,
could use either of the two alternative formulations for the calcu-
lation of PET, presented in Section 2.1.2. Consequently, a number of
alternatives (i.e., two) had to be raised to the number of sub-
compartments (i.e., seven), resulting in 128 different candidate
models.

Since calibrating 128 models is computationally very expensive,
we decided to further limit the search space of candidate model
structures by introducing an additional constraint to the library,
allowing the use of only one ET model structure for the entire
experimental catchment. Adding this constraint resulted in just
two candidate models, namely one using the Hamon PET equation
and the other using the Hargreaves PET equation in all seven sub-
compartments.

5.3. Optimization and selection of the best model

To start with the optimization (calibration) phase of ProBMoT,
we first had to prepare input data. For each sub-compartment, we
had to provide the daily values of the following exogenous vari-
ables: precipitation, minimum, maximum and average tempera-
ture, solar radiation, daylight hours and saturated vapor pressure.
The above mentioned data were obtained from the SNIRH (Sistema
Nacional de Informação de Recursos Hídricos) database for the
meteorological stations Malfrades and Martim Longo (see Fig. 9)
and for the period of January 1, 1998 to March 31, 1998. During the
optimization phase, the selected parameters (curve number, cover
coefficient, available soil water capacity, groundwater recession
constant and seepage constant) were automatically calibrated
against measurements based on a comparison of the calculated
outflows from the selected study area to the flows measured at the
hydrological station Tenencia (see Fig. 9).

Calibration of the twomodels took three hours of computational
time (using Intel Core i7-2600K CPU (3.4 GHz) with 8 GB RAM). For
each model and for each sub-compartment, we obtained values of
the selected parameters. Furthermore, the root mean squared error
(RMSE) was generated for each of the two models. The model with
the lower RMSE value was selected as the best hydrological model
for the selected study area. As it turned out, themodel that used the
Hargreaves equation for the calculation of PET (RMSE 2.466) per-
formed slightly better than the model that used the Hamon equa-
tion (RMSE 2.508). Fig. 11 shows the simulation results of the better
model, providing a comparison between the measured and simu-
lated outflows from the selected study area.

The generated hydrological model allows for the analysis of the
contribution to the river flow per each subcatchment and each
functional unit. According to Fig. 12A, subcatchment 2 contributes
45% of the total amount of water, while subcatchments 1 and 3
contribute 28 and 27%, respectively. If we take a closer look at the
subcatchment 2 (Fig. 12B), we can see that the artificial areas
contribute a bit more water (38%) than the other two functional
units (each contributing 31%). Further decomposition of contribu-
tions to the river flow indicates the prevailing contribution of sur-
face runoff as compared to groundwater discharge (Fig. 12C).
5.4. Model validation and performance analysis

The selected model was validated on a second independent set
of observations. For this purpose, we used the data for the mete-
orological station Martim Longo (see Fig. 9), for the period of
January 1, 1999 to March 31, 1999. Fig. 13 shows the model vali-
dation results, namely the comparison between the simulated
outflows and the flows measured at the hydrological station Ten-
encia (see Fig. 9).

Table 1 summarizes the values of the following model evalua-
tion statistics: the coefficient of determination (R2), the Nashe
Sutcliffe coefficient (NSE, Nash and Sutcliffe, 1970), the Percent bias
(PBIAS, Gupta et al., 1999), and the RMSE-observations standard
deviation ratio (RSR, Moriasi et al., 2007). Values of the above
mentioned statistics are given for both the calibration and the
validation periods. Based on the model evaluation guidelines,
proposed by Moriasi et al. (2007), the values of almost all statistical
parameters indicate a very good model performance for both
modeling phases. The only exception is the PBIAS coefficient, which
measures the average tendency of the simulated data to be larger or
smaller than the corresponding observations. The PBIAS value for
the calibration phase indicates a tendency to underestimate the
measurements. For the validation phase, its value falls below zero
indicating an overestimation bias.
6. Discussion

6.1. Summary and outlook

In this paper, we introduced an automated modeling (AM)
approach allowing automated induction of semi-distributed
watershed models from measured data. The key step in this pro-
cess is the encoding of existing watershed modeling knowledge
into a domain specific library. Given the specification of the
observed system, i.e., a conceptual model, ProBMoT transforms the
conceptual model into different model structures for the observed
system (where each structure represents one concretization of the
conceptual model). The parameters in these structures are later
optimized according to given measurements for the specific
watershed under study.



Fig. 12. Model based analysis of the contributions to the river flow: A) for the whole catchment, B) for subcatchment 2, and C) for all three functional units of subcatchment 2.
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The formalism selected to build the watershed modeling library
is compliant with the AM tool ProBMoT (�Cerepnalkoski et al., 2012).
The main advantage of this formalism is that it allows precise
structuring of the watershedmodeling knowledge by decomposing
it into elementary modeling components, namely entities and
processes. While entities correspond to particular actors of the
observed system, processes are used to describe the relations
among them. The meaning of each single component, its properties
Fig. 13. Model validation results: a comparison between the measured and simulated
outflows at the Tenencia hydrological station.
and accompanying logical constraints are defined through the use
of metadata. Such formalization of modeling knowledge allows an
AM tool to search through the space of all possible combinations of
components.

A similar formalism supported by the AM tool Lagramge
(D�zeroski and Todorovski, 2003) was used for constructing an
aquatic ecosystems modeling library (Atanasova et al., 2006) and
was successfully used for several ecological modeling tasks
(Atanasova et al., 2008, 2011). Like the ProBMoT formalism, the
Lagramge formalism also provides hierarchical knowledge repre-
sentation. However, ProBMoT has a number of advantages as
compared to Lagramge, discussed below.

ProBMoT uses a hierarchy of entities instead of a hierarchy of
variables. Thus, it enables new features that are not supported by
Lagramge, such as metadata specification. Using the ProBMoT
Table 1
Model evaluation statistics and performance (according to Moriasi et al., 2007) for
both (calibration and validation) modeling phases.

Calibration Validation

R2 0.99 (very good) 0.90 (very good)
NSE 0.99 (very good) 0.93 (very good)
PBIAS 14.29 (good) �22.98 (satisfactory)
RSR 0.09 (very good) 0.32 (very good)
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formalism, all the entities involved in a specific process are defined
within the process specification. Therefore, the interplay of entities
and processes is evident and clear. In Lagramge, a complete library
has to be analyzed in detail in order to disclose such interactions.

In addition, ProBMoT provides means for logical grouping of
entities and processes into compartments. Furthermore, it offers
full simulation of differential equations supporting unobserved
(hidden) variables. In watershed modeling, this feature can be
crucial since having a completely observable system is usually an
unrealistic scenario.

Although the main purpose of the proposed modeling system is
building of alternative models and discovery of the best one, it can
also be used for the other purposes. If the user is not interested in
searching for different model structures and would rather like to
test the advanced optimization methods incorporated into ProB-
MoT, he/she can limit the search space of mathematical models
considered by ProBMoT by selecting the preferred mathematical
formulation when specifying the conceptual model.

However, there are some disadvantages associated with the
presented formalism. Firstly, it does not support the encoding of
difference equations and conditional statements (e.g. if-then rules).
Secondly, all the equations included in the library have to use the
same (e.g. daily) time step. Consequently, it is difficult to integrate a
large spectrum of legacy watershed models into the library.
Another drawback is that all the models need to be consistently
encoded in order to be utilized by the automated modeling tool. In
order to take full advantage of the proposed AM methodology,
more alternative formulations need to be encoded. And finally, the
modeling system lacks a graphical user interface, which limits its
use in awider context. All of these issues will be addressed in future
work.

The formalism we use is open for integrating knowledge from
other domains, e.g., population dynamics and water quality
modeling of aquatic ecosystems. This kind of knowledge already
exists in the previously mentioned aquatic ecosystem library
(Atanasova et al., 2006) and has been rewritten in the formalism
proposed here (�Cerepnalkoski et al., 2012). Thus, the two libraries
could be integrated in two different ways. Because they are written
in the same formalism and are using the same (daily) time step,
they could be easily joined together in a single library. Such a library
could be used for modeling water cycle and nutrient loading pro-
cesses on a watershed scale, as well as for modeling biochemical
processes in related aquatic ecosystems. This kind of approach
could be considered as tight integration. The other possibility
would be to use loose integration, by taking the results obtained
with the watershed models (generated on the basis of the water-
shed modeling library), e.g., flow, nutrient loadings, etc., as input
for the generation of aquatic ecosystem models.

We believe that the hierarchical organization of the watershed
processes and their alternative formulations in one library can
contribute towards more transparent and consistent encoding of
watershed models, easier knowledge sharing among modelers, and
easier (automatic or manual) model building for specific tasks.

6.2. Other efforts and their relation to ProBMoT

The AM methodology we present is related to the recent ap-
proaches of semantic environmental modeling (Villa et al., 2009).
These approaches rely on the use of ontologies that define the basic
concepts in the studied environmental domain and the relations
between them. The ontologies are used to annotate environmental
datasets, on one hand, and environmental software (models), on
the other hand. Such annotations allow environmental models to
be treated as services in the context of service-oriented architec-
tures (Granell et al., 2010; Goodall et al., 2011). The main goal of the
model as service concept is to make models and their outputs more
accessible, to increase interoperability, and to work towards a
larger vision of systems of interacting models (Nativi et al., 2013).

In our approach, the models are annotated by virtue of the
ontological nature of the process-based modeling formalism. Not
only are the executable models annotated, but so are their com-
ponents (compartments, entities and processes), as well as libraries
of domain knowledge and datasets. This allows them to be treated
as resources in a service-oriented framework and to be discovered
for reuse by queries specifying some of their properties.

Because models are often more useful when connected to other
models, they are being increasingly integrated into larger simula-
tion frameworks offering different capabilities. In such frameworks,
the components (modules) exist as individual pieces of software
that can be run in a stand-alone fashion. The composition of
modules into more complex models proceeds manually through
the use of interfaces.

When connecting a specific legacy model into a framework, it
can happen that there is just a portion of the model that is of in-
terest. This often requires decoupling of the selected model into
more basic components (Holzworth et al., 2010). To allow for finer
granularity of representation, our framework was designed based
on such basic components (namely entities and processes involved
in the domain of study) and not complete executable models. The
structure of components is transparent and the representation
formalism uniform across them. This allows for the automated
construction of new models from the given components (or the
reconstruction of existing legacy models) that fit the provided data.

Thus, a major difference between our framework and the other
integrated environmental modeling frameworks is that our
approach enables automatic generation of all possible model
structures and automatic selection of the “optimal” model for the
selected study area (based on calibration). To our knowledge, all the
other approaches offer only manual selection of the alternative
formulations (or alternative modules) for the selected processes. In
this case, the user has to select the modules he/she wants to
combine in order to implement the model and must be careful to
use mutually consistent models that match the complexity of the
modeled system.

7. Conclusions and further work

In this paper, we presented a new methodology for watershed
modeling based on a knowledge library and a machine learning
approach to automated modeling. The methodology establishes a
new framework for testing alternative watershed model structures,
where instead of selecting an existing model to be applied to a
specific watershed or developing a new one, an automated search
among different formulations of watershed processes (encoded in
the knowledge library) is enabled. The search is guided by the
modeler by specifying a conceptual model of the observed system
at the desired level of detail.

The methodology was applied to the Foupana River catchment
to extract a semi-distributed hydrological model. By specifying the
conceptual model and using the knowledge library, two viable
hydrological models were generated for the selected study area,
differing in the formulations used for the calculation of PET. Further
on, the two models were automatically calibrated against mea-
surements. The model with the lower RMSE value was chosen as
the best hydrological model (among the two alternative ones) for
the selected study area.

Future work will focus on the application of the proposed AM
methodology to modeling larger-scale watersheds. Several opti-
mization methods within the AM framework will be applied to
select the best hydrological and nutrient loading model structure
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and the most suitable values of the selected parameters. Given the
best model structure, various impact scenarios of altering water
and land management practices on the quality of the related water
bodies will be tested.

Furthermore, we will expand the library with biogeochemical
transformation processes, as well as with more alternative formu-
lations for the processes. We also foresee model building support
beyond the modeling of water cycle and nutrient loadings by
linking the library presented here to libraries covering other do-
mains, thus enabling integrated modeling of watersheds and
aquatic ecosystems. This would require the consideration of many
new issues, such as the feedback between models and distributing
data from a single source across the system.

We are also considering the possibility of treating the models
that result from the automated model building procedure as web
services in the context of service-oriented architectures. This would
allow other researchers to access the generated models and to use
them in other frameworks.
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